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A set $S$ has density 0 if $\lim \sup _{n} \frac{|S \cap[0, n)|}{n}=0$.
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These notions can be relativized to define dense computability relative to $X$, etc.

## generically computable

## computable $\downarrow$ <br> effectively densely computable
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Thm (Igusa). There is no minimal pair for relative generic computability.

Igusa's also proof works for relative effective dense reducibility.

Open Question. Is there a minimal pair for generic reducibility?

Open Question. Is there a minimal pair for effective dense reducibility?
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