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A description of A ∈ 2ω is a partial function ∆ : N→ {0, 1,�}.

For an input n, such a description might:

I give an answer (correctly or not);

I never give an answer;

I declare that it will not give an answer.

We look at descriptions that answer correctly “almost always”.

A set S has density 0 if lim supn
|S ∩ [0,n)|

n
= 0.
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For a description ∆ of A, let

I D = {n : ∆(n)↑},

I M = {n : ∆(n)↓ = 1− A(n)}, and

I R = {n : ∆(n)↓ = �}.

∆ is a dense description of A if D ∪M ∪ R has density 0.

If ∆ is a dense description then it is:

I a generic description of A if M ∪ R = ∅.

I a coarse description of A if D ∪ R = ∅.

I an effective dense description of A if D ∪M = ∅.
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A is densely computable if it has a computable dense
description.

A is generically computable if it has a computable generic
description.

A is coarsely computable if it has a computable coarse
description.

A is effectively densely computable if it has a computable
effective dense description.

These notions can be relativized to define dense computability
relative to X , etc.
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A is coarsely reducible to B, written A 6c B, if every coarse
description of B computes a coarse description of A.

There are nonuniform and uniform versions of this reducibility, but
we will ignore the distinction.

A 6c ∅ iff A is coarsely computable.

If A 6c B then A is coarsely computable relative to B, but not
necessarily vice-versa.

The ≡c-equivalence classes are the coarse degrees.

We can similarly define generic reducibility 6g, dense
reducibility 6d, and effective dense reducibility 6ed.
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For a reducibility 6r, let A6r = {X : A 6r X}.

Thm (de Leeuw, Moore, Shannon, and Shapiro / Sacks). If A is not
computable then µ(A6T) = 0.

Let Y >T ∅. The set {A : A 6T Y} is countable, so

µ

 ⋃
0<TA6TY

A6T

 = 0.

Thus there is an X s.t. X ,Y form a minimal pair, indeed many X ’s.

Cor (Kautz). If Y >T ∅ and X is weakly 2-random relative to Y then
X ,Y form a minimal pair.
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Thm (Hirschfeldt, Jockusch, Kuyper, and Schupp). If A is not
coarsely computable then µ(A6c) = 0.

Thm (Astor, Hirschfeldt, and Jockusch).
If A is not densely computable then µ(A6d) = 0.

If A is not generically computable then µ(A6g) = 0.

If A is not effectively densely computable then µ(A6ed) = 0.

Thm (Hirschfeldt, Jockusch, Kuyper, and Schupp). If A >c ∅ and X
is weakly 3-random relative to A then X /∈ A6c .

Thm (Astor, Hirschfeldt, and Jockusch).
If A >d ∅ and X is weakly 4-random relative to A then X /∈ A6d .

If A >g ∅ and X is weakly 4-random relative to A then X /∈ A6g .

If A >ed ∅ and X is weakly 3-random relative to A then X /∈ A6ed .
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X ,Y >c ∅ form a minimal pair for relative coarse computability if
every set that is coarsely computable relative both to X and to Y
is coarsely computable.

If X ,Y are a minimal pair for relative coarse computability then
they are a minimal pair for coarse reducibility, but not necessarily
vice-versa.

The analogous fact holds for our other notions.

Thm (Hirschfeldt, Jockusch, Kuyper, and Schupp). If Y >c ∅ and X
is weakly 3-random relative to Y then X ,Y form a minimal pair for
relative coarse computability.

Thm (Astor, Hirschfeldt, and Jockusch). If Y >d ∅ and X is weakly
4-random relative to Y then X ,Y form a minimal pair for relative
dense computability.
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Thm (Igusa). There is no minimal pair for relative generic
computability.

Igusa’s also proof works for relative effective dense reducibility.

Open Question. Is there a minimal pair for generic reducibility?

Open Question. Is there a minimal pair for effective dense
reducibility?
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